A Novel Associative Memory Based Architecture for Sequence Alignment

M. Ali Mirzaei, Francesco Crescioli, Giovanni Marchiori, Giovani Calderini
ATLAS group
LPNHE, IN2P3, CNRS, UPMC
4 Place Jussieu, Paris 75005, France
Email: mmirzaei@lpnhe.in2p3.fr

Sebastien Viret, William Tromeur, Guillaume Baulieu, Geoffrey Galbit
CMS group
IPNL, IN2P3, CNRS, UCBL
4, Rue Enrico Fermi, 69622 Villeurbanne, France
Email: viret@in2p3.fr

Abstract—this paper presents a novel hardware architecture based on Associative Memory technology for sequence alignment. The Associative Memory chip (AMchip) architecture employs a huge amount of parallelization to perform real time combinatorial pattern matching. It can be used to perform very fast searches over a large database using hamming weight as a similarity metric. In the presented hardware platform the AMchip communicates with an Xilinx Zynq ARM CPU + FPGA through high-speed (2.4 Gbps) serial links enabling seamless integration between the software and the hardware acceleration. The result shows that low score sections of a database sequence are eliminated rapidly using this architecture which in turn leads to significant speed up. The outcome of a preliminary study on a selected reference protein database shows that all the matches between query and database sequences found by NCBI-BLAST can be successfully found also by the Associative Memory based algorithm.
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I. INTRODUCTION

The Associative Memory chip (AMchip) is a custom ASIC originally designed to perform real time combinatorial pattern matching for charged particles trajectory reconstruction (tracking) at high-energy physics hadron collider experiments [1]. The first application based on the AMchip technology was the Silicon Vertex Trigger (SVT) track finding supercomputer for CDF experiment [2]. The most recent version of the AMchip (AMchip06) has been developed for the FastTracKer (FTK) [3] [4] [5] processor of the ATLAS experiment [6] at the LHC. FTK is a complex hardware processor based on FPGAs and AMchips which is able to reconstruct O(1000) particle trajectories per event at 100 kHz event rate, processing the data coming from 90 million digital channels. The ability to process in real time the huge amount of data produced by the experiment is fundamental since it is possible to store for later analysis only a tiny fraction of the events. The FTK, which will be commissioned in 2018, will become a key component of ATLAS online event selection procedure. The AMchip plays an extremely important role in the FTK system and its development is therefore driven by the main high-energy physics application.

However, it is also a generic computing element that can be applied into other domains such as image processing [7] and of course bioinformatics, as shown in this document. In bioinformatics, global/local sequence alignment algorithms are comparing biological sequences such as amino acids of different proteins sequences or nucleotides of DNA sequences. Several sequence alignment algorithms have been presented such as Smith-Waterman (SW) [8]. The Smith-Waterman algorithm is a dynamic programming algorithm with a scoring method. Basic Local Alignment Search Tool (BLAST) [9] [10] is a popular software toolset that uses a heuristic approach to find alignments efficiently without the computational cost of the SW algorithm. The BLAST program enables a researcher to compare a query with a database to identify the database sequences matching the query within a certain threshold. There are several BLAST tools, for example BLASTP is the tool specialized for protein databases. The genomic algorithms are very time consuming and therefore require intensive computing power when executed on conventional CPUs. Aside from algorithmic acceleration as provided by BLAST, several hardware solutions were proposed in order to speed up alignment algorithms. These can be divided into three main categories:

1) Acceleration using Graphic Processing Units (GPUs). For example Feng et al [11] enhanced SW protein sequence alignment algorithm on NVIDIA GPUs by optimizing memory access bandwidth and thread allocation. He achieved 32%-52% better performance comparing to CUDASW++2.0 implementation [12]. CUDASW++ is a bioinformatics solution based on Smith-Waterman algorithm developed on NVIDIA Tesla GPUs with significant speed-ups over BLAST under certain query length conditions. The latest version is CUDASW++3.0 [13].

2) Acceleration using Field Programmable Gate Array (FPGA) parallel computing power. Varieties of architectures were presented which accelerate SW algorithms. An example is Causapruno et al [14], who developed an architecture based on systolic array and
interleave pipelining. Nawaz et al [15] proposed a parallel architecture for any of-the-shelf FPGA development board. Another interesting approach is Muriki et al [16] who developed a solution for BLAST acceleration based on embedded ARM processor and FPGA to take into account not only computing power, but also power efficiency. They used PCIe interface for data communication purpose.

3) Acceleration using an Application Specific Integrated Circuit (ASIC), a dedicated silicon chip to execute as fast as possible a portion of the algorithm. An example is the commercial accelerator Parcel [17]. Although it provides a very fast processing, the usage of ASIC is often discouraged by the high initial development cost with respect to GPU or FPGA solutions.

This paper presents a solution mixing the two last categories. In this approach, sequence alignment is performed by a novel system based on an AMchip (ASIC) interconnected to a FPGA. The main aim of this paper is to demonstrate how ASIC-AMchip can reduce the number of low score sections (non-candidate) very rapidly by exploiting its highly parallelized structure. Reducing the number of high score sections (candidate) from thousands to few units by adjusting threshold speeds up the alignment algorithm dramatically. Since the AMchip is an available chip already developed for physics experiments, an AMchip-FPGA approach would have the computing power benefit of a dedicated hardware system without the high development cost inherent in this kind of solution.

The paper is organized as follow: section II will briefly introduce the internal architecture of an AMchip in general and explains the architecture and the operational sequence of the AMchip06 in more details. The hardware environment used to develop the algorithm is illustrated in section III. A similarity region finding algorithm for AMchip will be explained in section IV. The data set used for the data analysis is described in section V and finally, the results will be presented and discussed in section VI.

II. ASSOCIATIVE MEMORY ARCHITECTURE AND AMCHIP IMPLEMENTATION

A. Internal architecture of an Associative Memory

The function of the Associative Memory is pattern recognition. For the AM a pattern is a structured data made by a sequence of values. The AM can store a database of patterns and then it can be used to find occurrences of these patterns in a query data set exploring all possible combinations of the data set.

The Associative Memory basic building block is the Content Addressable Memory (CAM) cell [18]. A CAM cell is a memory element with a comparator: it is possible to write a data value in the CAM cell and then query whether a certain input data value is equal to the internally stored value. The Associative Memory is made of many CAM cells organized in a matrix, as shown in Figure 1. Each column is associated to an input data bus: all CAM cells in the column compare at once with the data sent on the bus. Each row represents a pattern: the sequence of values is stored in the CAM cells of the row.

When the query dataset is sent to the AM all CAM cells compare with the data at once. If a match at CAM cell level is found it is recorded and this information is retained during the examination of the whole dataset.

For each pattern (row) there is a logic element called Majority: the function of this logic element is to decide whether the pattern is present in the examined dataset or not. In order to make the decision it looks at the amount of CAM cells of the pattern that had a match in the data set, if this amount is over the user specified threshold then the pattern is declared matched and it is sent in output to the AM. The patterns are sent in output by a priority encoder called Fischer Tree starting with the matched pattern with the lower memory address to the pattern with the higher address. The output of the AM is the internal memory address of each pattern found in the input data set along with its hitmap: which input bus had a match.

The power of the AM is the ability to find patterns matching any combination of the input dataset during dataset readout, this without any further computation.

B. The AMchip06 architecture

There are several implementations of the AM concept described before with different features in terms of storable number of patterns and pattern length. The latest of these implementations is AMchip06, a 65 nm custom ASIC with several features, performance and power consumption improvements with respect to the previous versions.

The AMchip06 contains 8 CAM cells in each pattern row, each CAM cell can store up to 16 bit of information with a variable amount of ternary logic bits (possibility to encode 0,
1, and either 0 or 1). The AMchip06 has a capacity of 128K patterns in 8-word pattern mode. It can also be configured in 16 or 32 words decreasing the number of bits per word and the total number of patterns available (15 bit * 16 words pattern for 64k patterns or 14 bit * 32 words for 32k patterns). It has the ability to handle data incoming at 2 gbps per input bus and it can send matching sequences in output at a 2.4 gbps data rate. It has the possibility to collect the output patterns of two neighboring chips enabling the possibility to build multi-chip boards with the same I/O interface of a single chip. The schematic internal structure of the chip is sketched in Figure 2. The features of the AMchip06 are detailed in [19] [20].

III. EXPERIMENTAL HARDWARE SETUP

A dedicated hardware platform is under development using a Xilinx Zynq mini-ITX board [21] and dedicated AMchip FMC mezzanine. The Zynq is a System on Chip that contains an ARM Cortex-A9 processor and a Xilinx Kintex FPGA integrated in a single chip. LINUX can be executed on the ARM processor that is integrated with the FPGA in such a way to facilitate data communication between CPU, FPGA and AMchip on the FMC mezzanine. The Zynq + AMchip FMC is similar to a desktop PC and all hardware details are hidden to the user.

The software running on the LINUX system on the CPU side of the Zynq will be able to upload the data to the FPGA side of the processor using the internal high-speed bus. In turn the FPGA side will be able to communicate with the AMchip hosted on the FMC mezzanine using 8 high-speed serial links at 2 gbps to send query data and receive the response from the AMchip using one high-speed serial link at 2.4 gbps. The FPGA will be able to execute further processing before sending the data back to the LINUX side for final computation and presentation to the user. This data flow architecture is shown in Figure 4.

IV. SIMILARITY REGIONS SEARCH WITH THE AMCHIP

This section outlines how the AMchip can be used for fast finding of similarity regions between a query sequence and a large database using a very simple algorithm. This algorithm is preliminary and more refined analysis can be added in the FPGA and CPU.

A. BLASTP algorithm

Since we are going to compare with the BLASTP tool of the BLAST suite we briefly describe below the algorithm used by the software tool. The BLASTP tool of the BLAST suite is specialized for protein database query and is divided into three stages:

1) Seeding: small fixed length similarity regions are found
2) Ungapped extension: each seed is extended in both directions without allowing for gaps (insertion or deletion of symbols from the sequence), this stage reject regions with poor ungapped alignment score
3) Gapped alignment: an algorithm similar to SW on the regions found by the previous stage perform the local alignment proving the final score

The quality of the alignment is determined by a score computed as follows: for each pair \( x, y \) of aligned symbols is assigned a score \( M(x, y) \) where \( M \) is a \( N \times N \) matrix, \( N \) being the number of possible symbols. This matrix is user defined and assigns a high score to identical or biological similar symbols while it assigns zero or negative score to different symbols.

In the setup described below, the AMchip is performing the seeding stage with large fixed word length.

B. Associative Memory algorithm

A gene bank or a protein database is reformatted before loading into AMchip memory bank as shown in Figure 3. In this method the database sequence is reformatted with respect to the AM pattern length. Let’s assume \( m \) to be the
database sequence length and \( n \) the AM pattern size. The database sequence is then divided into \( m-n \) sub-sequences of length \( n \), obtained by running a sliding window over the database sequence. Each symbol in the database sequence is encoded in such a way to be written as a word of the AM pattern. In the case of the AMchip06 there are 14 bits per word available in 32-word pattern mode, more than enough to encode a nucleic acid or a protein amino acid. Each sub-sequence of size \( n \) is then loaded as one pattern on the AM memory bank. In order to load the full database in the AM it is therefore necessary to have at least \( m-n \) patterns, for example the biggest database loadable in a single AMchip06 in 32-word pattern mode (\( n=32 \)) is 32k.

Once the reference database is loaded into the AM it can be used to search matches with the query data. To let the AM find the similarity regions between the query and the database it is sufficient to put the query in input to the AM, one symbol of the query for each input bus of the AM and then ask the AM for the matching patterns over a certain threshold \( T \). If the query length is more than the pattern size \( n \) then it is sufficient to repeat the query operation every \( n \) symbols of the query. As explained in section II the AM compare the input with all the patterns at the same time, the time to execute this operation is therefore independent of the pattern bank size. Since the patterns in the AM bank are the database sequence in every possible position this operation is equivalent to compute the hamming weight of the binary comparison of the query with each sub-sequence of the database. By definition \([22]\), Hamming weight (HW) of a binary number is equal to the number of ‘1’ of this number’s representation. For instance, the HW for a binary number such as \( 100011000101010 \) is 7. The HW represents a measure of similarity between the query and the database sequence. The output of the AMchip is then equivalent to the first stage (seeding) of the BLASTP algorithm using a score matrix \( M(x, y) \) equal to the identity matrix.

A preliminary study has been conducted on two short sequences as shown in table I. Figure 5 shows the HW calculated by AMchip for the two given sequences. According to the threshold value it is effectively possible to select only the regions with the desired similarity. For example if the threshold is set to \( T_1 \) only one candidate will be selected, the best match, while if threshold is set to \( T_2 \) candidates will be selected. To select interesting region the threshold should be set over the expected random matches between two sequences of length \( n \), for example in the case of this protein data and a sequence of length 32 a threshold \( >5 \) is effective. The computing cost of this algorithm is negligible, the only parameters that determine the execution speed are the readout speed of the query (2 gbps in the case of the AMchip06), the output speed (2.4 gbps in the case of the AMchip06), and the number of similarity regions found.

V. Test Data (Query and Database Sequences)

In order to check further the validity of this algorithm a larger set of sequences was selected and results were compared to the matches obtained by the BLASTP analysis tool. From the reference protein sequence database (Ref-seq_protein [23]) we extracted some sequences of Homo sapiens database as listed in II.: 29 sequences with length ranging from 200 to 1200 symbols. The search query of length 32 is the same as in I.

VI. Results and Discussion

Figure 6 shows the best matches interval between query (TABLE I.) and each sequence of TABLE II. found by
AMchip and BLASTP. In each case the region found by the hamming weight thresholding and BLASTP is the same. This result shows that AMchip is capable to find the best matches in a very simple case successfully with little difference comparing to NCBI BLASTP tool. The time to perform this operation depends on the data itself, but it is possible to give a general estimation. Currently the slowest operation is loading the reference database on the AMchip. Writing patterns is performed through the slow JTAG interface due to a design constraint and currently takes 700 ms. In case of multi-chip board it is possible to write all chips in parallel. This limitation is not due to the AM internal architecture and it will probably be lifted in future AMchip versions enabling writing at the same speed than the I/O buses. The query operation is done through the 2 gbps high-speed serial links and is very fast: it is possible to send 8 symbols in parallel each 10 ns so for example querying a 32 symbols long sequence takes 40 ns. For each query the system must wait a fixed latency (400 ns) plus 16.6 ns for each matched pattern (2.4 gbps output). If we suppose an average of 1 matched pattern per query it is possible to analyze data with respect to the loaded reference database at 2.2 MHz. In any case, the processing time is independent from the size of the database sequence. It must also be noted that the proposed dataflow is a pipeline: the FPGA stage and the final processing in CPU can proceed in parallel with the AM stage as soon as first matched patterns become available.

VII. CONCLUSION AND FUTURE WORK

The Associative Memory was presented and the AMchip silicon implementation was described. An hardware platform based on CPU+FPGA+AMchip was described and a preliminary algorithm for fast search of similarity regions has been described. The comparison between the sequence alignment results achieved by BLASTP tool and the results calculated by AMchip shows that it successfully determined the location of the best matches between a query and a given protein database sequence. The presented sequence matching result is promising, however, larger databases and longer sequences must be studied in order to understand more precisely the computing performances of the AMchip approach. The AMchip step is supposed to be the preprocessing stage of a more refined alignment algorithm implemented in FPGA and CPU. Until now, only protein sequences were considered in the study and no other type of genomes. It will be interesting to know how the proposed approach will apply to DNA sequences.
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