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Abstract—Molecular geometric properties, such as volume,
exposed surface area, and occurrence of internal cavities, are
important inputs to many applications in molecular modeling.
In this work we describe a very general and highly efficient
approach for the accurate computation of such properties,
which is applicable to arbitrary molecular surface models. The
technique relies on a high performance ray casting framework
that can be easily adapted to the computation of further
quantities of interest at interactive speed, even for huge models.
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I. INTRODUCTION

Understanding and predicting the interactions between
biomolecules is one of the most challenging – and the
most important – tasks science is faced with today. To
a large extent these interactions are determined by the
three-dimensional structures of the component molecules
and, consequently, the efficient and accurate computation of
molecular geometric properties has long since been studied
extensively in Bio- and Cheminformatics.

One typical use-case for simple geometric properties is
the estimation of binding free energies in the presence of
a solvent – water in the biomolecular case. To occur in a
certain shape, each biomolecule has to displace a number
of water molecules to form a cavity for itself. This loss of
freedom of the solvent leads to an entropic effect that is
a function of the molecular volume. Similarly, the surface
tension of the water surrounding two individual molecules
will differ from the tension around their complex, leading
to a term in the free energy of binding that is a function of
the solvent-exposed surface area.

Other important geometric properties often focus on the
presence, volume, and surface area of possible internal
cavities, pockets, or tunnels inside the molecule of interest.

The computation of such properties requires a definition
for the molecular shape, i.e. at least a description of its sur-
face. On the other hand, the concept of a ’molecular surface’
is far from being uniquely defined: with atoms being quan-
tum mechanical objects that have no well-defined bound-
aries, and with molecules being highly flexible arrangements

of such atoms for which a single geometric arrangement will
always be an approximation, any sharp molecular boundary
can only be an approximate model for the overall shape of
the molecule. This has led to the definition of a number of
important shape models for molecules (c.f. Section II), each
with its own advantages and disadvantages, and different
areas of application. However, previous work on volume,
area, and cavity detection in molecular scenarios has usually
focused on select models, restricting their applicability. In
addition, with each new surface definition, new techniques
for area and volume computation as well as cavity detection
have to be developed. A notable example are grid-based
techniques, which allow, in principle, to estimate the desired
quantities on arbitrary geometries, albeit with relatively low
precision or high computational effort.

In this work we propose to use ray casting techniques,
as known from computer graphics, in order to accurately
estimate a variety of geometric properties for arbitrary
molecular surface definitions. Ray casting methods are
known to parallelize very well and are able – using suitable
acceleration structures – to handle even huge geometric
models at interactive speeds. The only requirement posed
on the molecular representation is the ability to efficiently
intersect it with a ray of arbitrary direction, which is triv-
ially possible for all tessellated surfaces, but also for more
general representations. Ray casting of molecular surfaces
has previously been used for visualization [1], [2], but, to
the best of our knowledge, not for computational purposes.

In the following, we will first present some of the most
important previous work on molecular volume, area, and
cavity computation. We will then discuss our new ray casting
method for this task before we demonstrate our results on a
number of triangulated protein surfaces.

II. BACKGROUND AND RELATED WORK

In the past, many approaches for surface area and volume
estimation of molecules have been proposed. To understand
these previous approaches, it is important to note that the
nomenclature in the field is highly confusing, in particular
in earlier works. The reason for the ambiguities in notation



comes from different definitions for the molecular surface
of interest. The only surface that is uniquely defined in all
publications is the van-der-Waals surface (vdW) (c.f., for
instance, [3]), i.e. the surface of the union of all atomic
spheres. Other surfaces are derived from the solvent’s point
of view: the solvent accessible surface (SAS) is defined as
the trace of the center of a sphere representing a solvent
molecule that is rolled over the van-der-Waals surface of
the molecule of interest [4]. In contrast the solvent ex-
cluded surface (SES) is defined as the trace of the inward-
facing surface of the probe sphere [5], [6], [7], [8] in
the same process. More recent surface definitions are skin
surfaces [9], [10], alpha shape [11], beta shape [12], and
minimal molecular surfaces [13]. Here, it is important to
keep in mind that no single surface definition is ’correct’
or ’incorrect’ in the strict sense of the meaning - not
only are molecules dynamic rather than static, but also the
simple picture of atoms as spheres with a given position
and radius is a crude approximation of quantum mechanics.
Hence, all of the above definitions may be more or less
appropriate to a given task at hand. However, even though
more modern surface definitions usually possess improved
smoothness properties or lead to better triangulations, they
seem much less popular in real-world applications than the
traditional vdW, SAS, and SES surfaces which have an
intuitive biological interpretability.

The diversity of surface definitions, and the widely vary-
ing quality of surface point distributions or triangulations,
has led to the development of a broad range of methods
for molecular surface computation, e.g., based on overlap-
ping spheres [14], the Gauss-Bonnet theorem [15], [16],
space transformation [17], contour-buildup [18], alpha shape
theory [11], or variable probe radii [19]. These different
methods yield point clouds, triangulations, or polyhedral
meshes as a representation of the molecular surfaces or
volumes [20], [7], [8], [21], [22], or use grid-based con-
structions [23], or analytical descriptions [24], [8].

For a particular surface definition, the molecular volume
is defined as the volume enclosed by its surface, inducing
again a number of different volume definitions, e.g., the van-
der-Waals volume is defined as the volume of the union
of overlapping van-der-Waals spheres [24]. The SAS (SES)
volume is defined as the volume within the SAS (SES) of a
molecule [25].

For computing molecular volumes, two general ap-
proaches may be distinguished: numerical and analytical.
The analytical algorithms describe the volume by a set of
equations [7], [25], [24] whereas the numerical algorithms
approximate the volume by smaller geometric objects [26],
[27].

One of the oldest is the Voronoi polyhedral volume
computation VOLUME of Richards [26] that is for example
used by the Voss Volume Voxelator and the Vadar [28]
server. It divides the space between atoms by bisector planes

into polyhedra. Using those polyhedra the volume can be
computed.

A very elegant approach for the computation of solvent
excluded and solvent accessible surface is based on the
so-called reduced surface as implemented in the MSMS
program of Michael Sanner [8]. Despite its name, the
reduced surface is actually a graph structure, where nodes,
edges, and faces represent regions where the solvent sphere
touches one, two, or multiple surface atoms.

In addition to building surface triangulations, MSMS also
estimates the volume and surface area of each component
of the molecular surface, including internal cavities.

A. Ray Casting

Ray casting is a general method, mostly used in com-
puter graphics, for determining point to point visibility in
space [29]. The algorithm proceeds by taking a ray and find-
ing the first intersection with an object along the direction
of the ray. This is accomplished by explicitly performing
intersection tests between the ray and the geometry defined
in the scene. The intersection test must be individually
specified for each type of geometry used. The most common
type of geometry is the triangle mesh, but intersection tests
have been developed for other types, such as quadrics,
implicit and parametric surfaces. See [29] for further details.

The recent developments of highly optimized algorithms
and the advances in hardware have enabled ray casting to
achieve real-time performance [30], [31] and to become a
viable alternative to rasterization for interactive applications.
A key intrinsic property of ray casting is its trivial paral-
lelization, and optimized acceltation structures allow for sub-
linear scalability with model size. In this paper, we apply ray
casting to the problem of measuring properties of molecular
surfaces.

III. ESTIMATING VOLUME INTEGRALS

A volume can be defined as the set, S ∈ R3, of all points
in space which lie within a region of interest, in this case,
the molecular surface. The total volume of the set can be
determined by

V =

∫ ∞
−∞

∫ ∞
−∞

∫ ∞
−∞

f(x, y, z) dx dy dz, (1)

where

f(x, y, z) =

{
1 if (x, y, z) ∈ S,
0 if (x, y, z) /∈ S

(2)

is the characteristic function of S. Using the fundamental
theorem of calculus, we can calculate the volume of any
enclosed region of space, provided that the characteristic
function can be solved for any given point. Note that in
one dimension (i.e. along a straight line) f is piece-wise
constant. We reformulate Equation 1:

V =

∫ ∞
−∞

∫ ∞
−∞

g(x, y) dx dy, (3)



pinhole

Figure 1. Left: Estimating the volume enclosed by a surface using ray
casting. As rays intersect the surface, we track the total distance traveled
inside the volume. Right: Approximating a surface with planar patches by
back-projecting the ray footprints. Note how the patch size varies with the
sampling frequency and surface orientation.

where

g(x, y) =

∫ ∞
−∞

f(x, y, z) dz. (4)

Here, g(x, y) is a line integral for any line parallel to the
Z-axis and passing through point (x, y) on the X-Y plane. In
the following sections we describe how we solve Equation 3
and Equation 4 efficiently using ray casting.

A. The Line Integral

When working with an explicit representation of a 3D ob-
ject (e.g. its surface triangulation), we do not have an explicit
representation of its associated characteristic function f . In
this section we show how to solve Equation 4 analytically
using ray casting, without the need for explicitly defining f .

A ray in space is defined as

r(t) = ~o+ t~d (5)

where ~o is its origin, ~d is its direction, and t is the ray
parameter, or distance along the ray. If we define rx,y(t) to
be a ray with origin (x, y, 0), i.e. on the X-Y plane, and
direction (0, 0, 1), then Equation 4 can be rewritten as

g(x, y) =

∫ ∞
−∞

f(rx,y(t)) dt. (6)

With the formulation of f in Equation 2, g(x, y) gives the
total distance that the ray traverses inside the volume.

The given surface representation defines the boundaries
of the set S, and thus the points in space where the char-
acteristic function f changes. Considering that f is piece-
wise constant along a straight line, we can thus analytically
integrate f for a given ray if we know the exact intervals
where f is non-zero along the ray. To do this, we cast the
ray and find all intersections with the surface. Whenever the
ray intersects the surface, we track whether the ray enters
or exists the enclosed volume, and accumulate the total
distance inside the volume. The distance is calculated by
simply subtracting each pair of exit and entry point values
of the ray parameter t.

Figure 2. Different sampling methods. Left: Uniform sampling places
samples on a regular grid inside the integration domain. Middle: Random
sampling picks samples randomly within the domain. Right: Stratified
random sampling combines the two approaches to achieve a statistically
better sample distribution, resulting in a higher order of convergence.

B. Numerical Integration

Recall that the volume enclosed by a given surface is
given by the integral in Equation 3. We estimate this
integral by numerical integration, i.e. by evaluating g(x, y)
on N sample points and approximating the total volume by
averaging the sampled function values in the following way:

V =
A

N

N∑
i=0

g(xi, yi) ≈
∫ ∞
−∞

∫ ∞
−∞

g(x, y) dx dy. (7)

Here, A is the area of the side of the axis-aligned bounding
box encompassing the surface that is parallel to the X-Y
plane. In practice, we sample N points, (xi, yi), on the side
of the bounding box and shoot a ray to compute g(xi, yi)
as described in the previous section. Figure 1 left illustrates
this process.

In Equation 7, the uniform scaling factor A/N can be
thought of as the ray “footprint”.

Depending on the way of picking samples, V can be
viewed as a rectangle quadrature rule [32] (when sampling
uniformly) or as a (quasi-) Monte Carlo estimator [33], [34]
(when drawing samples from a (quasi-) random sequence).
Figure 2 illustrates three different sampling strategies.

IV. EXTENSIONS

The method described in the previous section can be
easily extended to also compute other properties, such as the
surface area of the volume, as well as to find any cavities
present within the volume.

A. Surface Area Estimation

If we assume that the surface is flat in the neighborhood
of a ray intersection point, then we can locally approximate
the surface with the tangent plane at that point. We can now
estimate the surface area covered by the ray footprint, A/N ,
by back-projecting it onto the tangent plane. The total area,
S, of the surface can then be approximated by

S ≈ S =
A

N

M∑
i=0

1

| cos θi|
, (8)

where M is the total number of surface intersection points
among all rays, and cos θi is the cosine of the angle between



the corresponding ray direction and surface normal, which
in our implementation is directly provided by the surface
triangulation. With this process we effectively approximate
the surface with M planar patches and sum up their areas.
The more densly we distribute the rays, the more closely the
approximation resembles the surface (see Figure 1 right).

Care must be taken where cos θi approaches zero as the
surface area estimate will approach infinity. We have found
that clamping cos θi to a small value (e.g. 0.07) eliminates
the problem without introducing excessive error.

B. Cavity Detection
Cavity detection can be performed by populating a sec-

ondary data structure during ray casting, which can then be
manipulated to reveal the cavities. We use a uniform 3D
grid which discretizes the integration domain of the volume
integral. Since our rays are parallel to the Z-axis, we can
construct the grid such that there is exactly one ray per row
in the Z-direction. Whenever a ray intersects the surface
we update each cell the ray crossed between the previous
and the current intersection points by writing the distance to
the previous intersection point and a ray state. This state
can be either inside the surface or in a potential cavity.
After ray casting, in order to find the cavities using the grid
data structure, we perform a 3D floodfill starting from a
cell known to be outside the volume. All connected cells
previously marked as a potential cavity will be re-marked
as outside the volume by the floodfill algorithm. At the end,
all cells that remain marked as potentially inside a cavity
are guaranteed to be inside cavities.

We can enumerate the cavities by traversing the data
structure. Each time a cavity cell is encountered the floodfill
operation is once again performed, but this time the cells
are re-marked as being part of a specific cavity.

Storing the distance values and cavity indices in the grid
cells allows us to perform calculations on each cavity to
determine its individual volume and surface area.

V. RESULTS

We have chosen several molecules of the dataset described
in [35] for testing and comparing our results to. In order to
ensure a fair comparison we used the program MSMS [8]
to produce both reference estimates for volumes and areas,
and the triangulated surfaces we test our methods with.
Preprocessing was done in the following manner: we down-
loaded the molecules from PDB [36], checked the structure
against BALL’s Fragment database, added missing hydro-
gens, and deleted ligand, cofactors, and water molecules
using BALL [37], the biochemical algorithms library. We
then ran MSMS to compute the surface area, volume, and
triangulation of the SES surfaces with all contained cavities.
We used the real-time ray tracer RTfact [38] to implement
our ray casting based methods.

All testing was done on a computer with an Intel Core 2
Quad at 2.66GHz with 4GB of RAM, using a single core.

Figure 3. The volume of molecule 1g2a computed per pixel. Four cavities
have been detected.

A. Volume Estimation

We have found that our volume estimates match very
closely MSMS, even when using a low sampling density.
The influence of different sampling resolutions upon the
volume computation is summarized in Table IV and a
comparison with MSMS for selected molecules is shown
in Table I. We have found that uniform sampling produces
more stable and accurate estimates than random sampling,
as shown in Figure 4. Stratified or low-discrepancy sampling
will likely further improve the accuracy of the estimates.

B. Surface Area Estimation

We have implemented the surface area estimation exten-
sion as a proof of concept to show that we can use our
general ray casting framework to measure the surface area of
any triangulated volume (protein and cavity). Tables I and III
show that our method is capable of making reasonable
estimates. The larger errors in the surface area estimates
compared to the volume estimates are likely due to incon-
sistent surface triangulation as well as the cosine clamping
(see Section IV-A), rather than a principal problem with the
methodology. Hence, a more careful implementation that
performs better triangulation and patch approximation, or
that compensates for the cosine clamping, will lead to further
improved accuracy.

C. Cavity Detection

Similar to the area estimation, our implementation of
cavity detection is also a proof of concept in the sense
that it is not yet optimized algorithmically and numerically.
Nonetheless, we found that it works very reliably, given that
the input triangulations of the cavity regions are correct and
well formed. (While this usually holds for the outer surface,
we found that cavity triangulations often lack in quality and
contain overlapping regions.) The uniform grid data structure



Table I
ABSOLUTE VALUES AND RELATIVE DIFFERENCES FOR VOLUMES AND

SURFACE AREAS (SA) OF TEN MOLECULES, COMPARING OUR METHOD
WITH MSMS [8]. OUR METHOD USES A UNIFORM SAMPLING

RESOLUTION OF 200× 200.

Name Volume Volume Diff (%) SA SA Diff (%)
1ajs 114468 0.181 29670 4.526
1b12 121083 0.060 39507 3.556
1rh0 121438 0.079 31728 4.679
1dys 89417 0.134 24310 4.179
1qpa 88423 0.195 26102 6.167
1qaz 48579 0.073 13730 4.664
1hf0 49202 0.376 18982 7.052
1hf8 37444 0.111 12118 3.732
1amu 140874 0.118 43084 4.395
1gar 52562 0.000 16338 3.045

Table II
NUMBER OF CAVITIES ALONG WITH VOLUME AND SURFACE AREA

DIFFERENCES FOR SELECTED MOLECULES COMPARED TO MSMS [8].

Name Cavities Vol. Diff.(%) SA Diff.(%)
1g2a 4 -1.01 -14.75
1qjp 4 2.40 -7.52
1e02 5 -4.67 -12.84
256l 3 0.05 0.04
2ihl 1 2.51 -1.16
1ton 4 -4.29 -14.70
1gar 3 2.94 -1.13

also allows us to calculate the volume and surface area of
each cavity individually, or all together. Table II summarizes
our cavity detection results for seven molecules and includes
the differences between the volumes and surface areas we
measured and those obtained from MSMS. Figure 3 shows
an example molecule with four cavities.

D. Performance and Discussion

We have observed interactive performance for all calcu-
lations. Table V summarizes the timings for molecule 1a4u.
Similar performance was observed for all tested molecules.
Further optimizations to our software could greatly im-
prove the execution times of these calculations, although
the performance of our current implementation, including
volume and surface area estimation, and cavity detection, is
interactive. We also observed that a low sampling density is
sufficient for accurate estimates, resulting in low computa-
tional requirements.

We have also measured the run times of MSMS for com-
puting the volumes, surface areas and cavities of our test set
of molecules. While both our method and MSMS run fast,
a direct and fair performance comparison is unfortunately
not possible, as MSMS cannot be controlled to perform
these measurements separately. Moreover, as in all existing
approaches we know of, in MSMS such measurements
are tighly coupled with the surface triangulation process.
Therefore, we believe that in this respect the advantage of
our method is that it is completely independent of the surface
triangulation method and even the surface representation in

Table III
MINIMUM, MAXIMUM AND AVERAGE DIFFERENCES BETWEEN SURFACE

AREAS MEASURED BY OUR METHOD AND MSMS [8] AT DIFFERENT
UNIFORM SAMPLING RESOLUTIONS, AVERAGED OVER 107 MOLECULES.

Resolution Min Diff.(%) Max Diff.(%) Avg. Diff.(%)
50× 50 0.31 13.68 5.37

100× 100 1.75 10.35 4.79
200× 200 1.78 11.74 4.92
400× 400 2.53 15.28 5.04

Table IV
MINIMUM, MAXIMUM AND AVERAGE DIFFERENCES BETWEEN

VOLUMES MEASURED BY OUR METHOD AND MSMS [8] AT DIFFERENT
UNIFORM SAMPLING RESOLUTIONS, AVERAGED OVER 107 MOLECULES.

Resolution Min Diff.(%) Max Diff.(%) Avg. Diff.(%)
50× 50 0.003 0.442 0.135

100× 100 0.002 0.366 0.128
200× 200 0.002 0.376 0.127
400× 400 0.008 0.364 0.118

Table V
TIME IN SECONDS FOR VOLUME ESTIMATION ALONE, AS WELL AS FOR

VOLUME AND SURFACE AREA ESTIMATION AND CAVITY DETECTION
COMBINED, PERFORMED AT DIFFERENT SAMPLING RESOLUTIONS.

Resolution Volume Volume, surface area, cavity detection

50× 50 0.02 0.04
100× 100 0.08 0.19
200× 200 0.27 1.40

general. It works with any type of closed surface for which a
ray intersection procedure can be defined. Furthermore, the
method directly benefits from any parallelism exploited by
the ray casting framework. The same holds for scalability
with model size.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented a new unified framework
for calculating the volume and other geometric properties of
molecular surfaces. The core of our approach is a general-
purpose ray casting framework, which enables us to compute
highly accurate estimates of all kinds of geometric properties
for all molecular models that can be efficiently intersected
with rays. In particular, this holds for any triangulated
molecular surface, but also for analytical surface models.
Comparison of our technique with a well-established refer-
ence algorithm shows great accuracy and performance.

The presented method is general enough that a user will be
able to apply it to almost any kind of model required (even in
conjunction with more sophisticated concepts like clipping
regions) without the need to modify the program. In addition,
it is fast enough that it will not be the bottleneck in any of
its application scenarios. The method will be fully integrated
into our real-time ray tracing enabled molecular viewer and
modeller BALLView [39], [40]. With this integration, all
measurements can be efficiently performed on any displayed



representations through the click of a button, without the
need to run any external programs.

In summary, we conclude that ray casting methods are
very suitable to address problems in structural bioinformat-
ics, apart from the visualization context they were originally
designed for. Our future work will focus on numerical
stabilization of the above described methods, exploring
additional geometric features. Further work will be aimed
at other kinds of surface representations, as our method is
applicable to any representation that can be intersected with
a ray. This, for instance, holds for many implicit molecular
surface definitions (implicit SES, skin surfaces, etc.), where
triangulation can be altogether avoided.
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